Virtualization

i "

# o < i S e 114 : -
- 3 5 -.' - . - .k T :’_ - | il “i‘}‘}‘ “““
3 . L = s 2 i y " e L
" ‘ | s

'_'David"-'Brern'Stein b B 41 e
VP/GM, Office of the €TO e

Cloud Compuiting Project { “ ey i




Cisco Cloud Strategy
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Cloud Service Models
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Abstract Services

» Services and Platforms for New Applications
(via new APIs)
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Next Wave of Application Architecture
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Cloud Adoption Phases

Standalone Enterprise- Intercloud
Class Clouds
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Off-Premise nternal
On-Premise
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Vision—The Intercloud
Flexible Infrastructure and a New Application Platform
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= Naming/Discovery
= Trust
= Exchange/Peering




Intercloud Example
Dynamic Workload Migration — Simple VM Mobility
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; Cloud 1/ Cloud 2 transport
= — XMPP

Cloud 1 finds Cloud 2
— Naming, Presence

Cloud 1 trusts Cloud 2
— Certificates, Trustsec

Cloud 1/2 negotiate
— Policy, Entitlement,
Security, Metering

Cloud 1 sets up Cloud 2
— Placement, Deployment,
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Cloud 1 sends to Cloud 2
— Transfer, Management

VM Runs in Cloud 2
— Addressing, VLAN,
WWN, Filesystem
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Intercloud Example
Dynamic Workload Federation — Generalized Service Access

S&S Cloud 1/ Cloud 2 transport
=~ — XMPP

Cloud 1 finds Cloud 2
— Naming, Presence

Cloud 1 trusts Cloud 2
— Certificates, Trustsec

Cloud 1 queries Cloud 2

Cloud 1 selects; receives
protocols, interface
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Cloud 1 calls services in
Cloud 2
— Metering, SLAS
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Specific Intercloud Projects

» Addressing — IETF LISP

= UCI -Wa3C,
= Conversations — Google Code
XMPP.org

Distributed Storage
Open Vituleaton Formt Spesii=io Acceleration -

= Virtual Machines - DMTF OVF opencloudconsortium.org,
udt.sourceforge.net




Intercloud
Standards
and
Protocols
Roadmap

Lots of
Work to do

SOA approach
and standards
will be re-used
heavily

Some kind of
Industry
Association is
Inevitable
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SLA Trust/Certificates

Management / Endpoints ,

Security
‘ Policy Remote Desktop
HTTP, XMPP, P2P, UDT Transport Entitlement Spice, RDP Transactions

REST, XML Invocation Audit

XML Schema, SOAP Description

Synchronization
Orchestration

Communication

( Server profiles '
VM Management |
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Filesystem

Users
Identity

Streaming Audio
Streaming Video

! pad Balancer

Distributed Memory
Grid / MPI

Directory
Search

Blob Storage

Block Storage
Map/Table Model
Query Model
Content Addressable

VM Mobility
VM Management

Physical Platform Content (URL, Cache)
" Metaphor / ' Metaphor Message (Queue, Email)
Time Synchronization
Power Management
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MAC Addresses
IP Addressing

VLAN
Multicast
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VNtag

Actual Physical




Opencloud/Intercloud Testbed
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« January 7, 2009, An article about the Open Cloud Consorium appeared in

« November 20,2008, Sector/Sphere and the Open Cloud Testbedwmthe SCUB Ban¢
ortiurm partic ipat ted in an entry that consisted of several cloud a on i
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